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Abstract—This paper proposes a novel local feature descriptor,
Local Directional Number Pattern (LDN), for face analysis:
face and expression recognition. LDN encodes the directional
information of the face’s textures (i.e., the texture’s structure) in a
compact way, producing a more discriminative code than current
methods. We compute the structure of each micro-pattern with
the aid of a compass mask, that extracts directional information,
and we encode such information using the prominent direction
indexes (directional numbers) and sign—which allows us to
distinguish among similar structural patterns that have different
intensity transitions. We divide the face into several regions, and
extract the distribution of the LDN features from them. Then,
we concatenate these features into a feature vector, and we use
it as a face descriptor. We perform several experiments in which
our descriptor performs consistently under illumination, noise,
expression, and time lapse variations. Moreover, we test our
descriptor with different masks to analyze its performance in
different face analysis tasks.

Index Terms—Local pattern, directional number pattern, im-
age descriptor, face descriptor, feature, face recognition, expres-
sion recognition

I. INTRODUCTION

In face analysis, a key issue is the descriptor of the face
appearance [1], [2]. The efficiency of the descriptor depends
on its representation and the ease of extracting it from the
face. Ideally, a good descriptor should have a high variance
among classes (between different persons or expressions), but
little or no variation within classes (same person or expression
in different conditions). These descriptors are used in several
areas, such as, facial expression and face recognition.

There are two common approaches to extract facial features:
geometric-feature-based and appearance-based methods [3].
The former [4], [5] encodes the shape and locations of different
facial components, which are combined into a feature vector
that represents the face. An instance of these methods are
the graph-based methods [6]-[10], which use several facial
components to create a representation of the face and process
it. Moreover, the Local-Global Graph algorithm [6]-[8] is
an interesting approach that uses Voronoi tessellation and
Delaunay graphs to segment local features and builds a graph
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for face and expression recognition. These features are mixed
into a local graph, and then the algorithm creates an skeleton
(global graph) by interrelating the local graphs to represent
the topology of the face. Furthermore, facial features are
widely used in expression recognition, as the pioneer work
of Ekman and Friesen [11] identifying six basic emotions
produced a system to categorize the expressions, known as
Facial Action Coding System [12], and later it was simplified
to the Emotional Facial Action Coding System [13]. However,
the geometric-feature-based methods usually require accurate
and reliable facial feature detection and tracking, which is
difficult to accommodate in many situations. The appearance-
based methods [14], [15] use image filters, either on the whole-
face, to create holistic features, or some specific face-region, to
create local features, to extract the appearance changes in the
face image. The performance of the appearance-based methods
is excellent in constrained environment but their performance
degrade in environmental variation [16].

In the literature, there are many methods for the holistic
class, such as, Eigenfaces [17] and Fisherfaces [18], which
are built on Principal Component Analysis (PCA) [17]; the
more recent 2D PCA [19], and Linear Discriminant Anal-
ysis [20] are also examples of holistic methods. Although
these methods have been studied widely, local descriptors have
gained attention because of their robustness to illumination
and pose variations. Heisele er al. showed the validity of the
component-based methods, and how they outperform holistic
methods [21]. The local-feature methods compute the descrip-
tor from parts of the face, and then gather the information
into one descriptor. Among these methods are Local Features
Analysis [22], Gabor features [23], Elastic Bunch Graph
Matching [24], and Local Binary Pattern (LBP) [14], [25]. The
last one is an extension of the LBP feature, that was originally
designed for texture description [26], applied to face recogni-
tion. LBP achieved better performance than previous methods,
thus it gained popularity, and was studied extensively. Newer
methods tried to overcome the shortcomings of LBP, like Local
Ternary Pattern (LTP) [27], and Local Directional Pattern
(LD;P) [28]-[30]. The last method encodes the directional
information in the neighborhood, instead of the intensity. Also,
Zhang et al. [31], [32] explored the use of higher order
local derivatives (LD.P) to produce better results than LBP.
Both methods use other information, instead of intensity, to
overcome noise and illumination variation problems. However,
these methods still suffer in non-monotonic illumination vari-
ation, random noise, and changes in pose, age, and expression
conditions. Although some methods, like Gradientfaces [33],
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LDN code computation. The (Kirsch) compass masks are convoluted with the original image to extract the edge response images (shown in the left).

From these images, we choose the prominent directional numbers (positive and negative directions) to encode the texture in the neighborhood. We show an
example of a neighborhood in the middle-top, that corresponds to the colored marks on the edge response images. It shows the different response values,
the top directional numbers (in red and orange), and the final LDN code (shown in the right). Moreover, LDN can detect changes in the intensity regions by
producing a different code (as shown in the middle-bottom) while other directional patterns cannot (like LD;P), as they produce the same code for different

textures.

have a high discrimination power under illumination variation,
they still have low recognition capabilities for expression and
age variation conditions. However, some methods explored
different features, such as, infrared [34], near infrared [32],
and phase information [35], [36], to overcome the illumination
problem while maintaining the performance under difficult
conditions.

In this paper, we propose a face descriptor, Local Direc-
tional Number Pattern (LDN), for robust face recognition that
encodes the structural information and the intensity variations
of the face’s texture. LDN encodes the structure of a local
neighborhood by analyzing its directional information. Conse-
quently, we compute the edge responses in the neighborhood,
in eight different directions with a compass mask. Then, from
all the directions, we choose the top positive and negative
directions to produce a meaningful descriptor for different
textures with similar structural patterns. This approach allows
us to distinguish intensity changes (e.g., from bright to dark
and vice versa) in the texture, that otherwise will be missed—
see fig. 1. Furthermore, our descriptor uses the information
of the entire neighborhood, instead of using sparse points for
its computation like LBP. Hence, our approach conveys more
information into the code, yet it is more compact—as it is six
bit long. Moreover, we experiment with different masks and
resolutions of the mask to acquire characteristics that may be
neglected by just one, and combine them to extend the encoded
information. We found that the inclusion of multiple encoding
levels produces an improvement in the detection process.

This paper is structured as follows: In Section II we in-
troduce our proposed coding scheme. Then, in Section III
we detail the use of the proposed descriptor for face and
expression recognition. We evaluate the performance of the
proposed descriptor and discuss its results in Section IV.
Finally, we present concluding remarks in Section V.

II. LOCAL DIRECTIONAL NUMBER PATTERN

The proposed Local Directional Number Pattern (LDN) is
a six bit binary code assigned to each pixel of an input
image that represents the structure of the texture and its
intensity transitions. As previous research [37], [38] showed,
edge magnitudes are largely insensitive to lighting changes.
Consequently, we create our pattern by computing the edge
response of the neighborhood using a compass mask, and by
taking the top directional numbers, that is, the most positive
and negative directions of those edge responses. We illustrate
this coding scheme in fig. 1. The positive and negative
responses provide valuable information of the structure of
the neighborhood, as they reveal the gradient direction of
bright and dark areas in the neighborhood. Thereby, this
distinction, between dark and bright responses, allows LDN to
differentiate between blocks with the positive and the negative
direction swapped (which is equivalent to swap the bright and
the dark areas of the neighborhood, as shown in the middle
of fig. 1) by generating a different code for each instance,
while other methods may mistake the swapped regions as
one. Furthermore, these transitions occur often in the face,
for example, the top and bottom edges of the eyebrows and
mouth have different intensity transitions. Thus, it is important
to differentiate among them; LDN can accomplish this task as
it assigns a specific code to each of them.

A. Difference with previous work

Current methods have several shortcomings. For example,
LBP [25] encodes the local neighborhood intensity by using
the center pixel as a threshold for a sparse sample of the
neighboring pixels. The few number of pixels used in this
method introduce several problems: First, it limits the accuracy
of the method. Second, the method discards most of the
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information in the neighborhood. Finally, it makes the method
very sensitive to noise. Moreover, these drawbacks are more
evident for bigger neighborhoods. Consequently, to avoid these
problems more information from the neighborhood can be
used, as other methods do [27], [28], [31], [35], [36]. Although
the use of more information makes these methods more stable,
they still encode the information in a similar way as LBP: by
marking certain characteristics in a bit string. And despite the
simplicity of the bit string coding strategy, it discards most
information of the neighborhood. For example, the directional
(LD;P) [28] and derivative (LD.P) [31] methods miss some
directional information (the responses’ sign) by treating all
directions equally. Also, they are sensitive to illumination
changes and noise, as the bits in the code will flip and
the code will represent a totally different characteristic. To
avoid these problems, we investigate a new coding scheme,
that implicitly uses the sign of the directional numbers to
increase the encoded structural information, with two different
masks: a derivative-Gaussian (to avoid the noise perturbation,
and to make our method robust to illumination changes, as
previous methods showed [33]) and a Kirsch compass mask.
Figure 1 shows how LDN produces different codes in different
scenarios, while LD;P [28] produces the same code (note
that LD.P will have a similar result). Thus, the use of the
directional numbers produces a more robust code than a simple
bit string. Moreover, the use of principal directions may be
similar to a weighted coding scheme, in the sense that not
all directions have the same importance. In contrast, previous
weighting methods [34] treat the code (again) as a bit string,
picking all the information of the neighborhood, and weight
only the inclusion of each code into the descriptor. However,
we (equally) use the two principal directional numbers of each
neighborhood (and code them into a single number) instead of
assigning weights to them. Consequently, we pick the promi-
nent information of each pixel’s neighborhood. Therefore,
our method filters and gives more importance to the local
information before coding it, while other methods weight the
grouped (coded) information.

In summary, the key points of our proposed method are:
(1) the coding scheme is based on directional numbers, in-
stead of bit strings, which encodes the information of the
neighborhood in a more efficient way; (2) the implicit use
of sign information, in comparison with previous directional
and derivative methods we encode more information in less
space, and, at the same time, discriminate more textures; and
(3) the use of gradient information makes the method robust
against illumination changes and noise.

B. Coding scheme

In our coding scheme, we generate the code, LDN, by
analyzing the edge response of each mask, {M°, ... M7},
that represents the edge significance in its respective direction,
and by combining the dominant directional numbers. Given
that the edge responses are not equally important, the presence
of a high negative or positive value signals a prominent dark
or bright area. Hence, to encode these prominent regions,
we implicitly use the sign information, as we assign a fixed
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Fig. 3. Derivative of Gaussian compass masks, computed by Eq. (6).

position for the top positive directional number, as the three
most significant bits in the code, and the three least significant
bits are the top negative directional number, as shown in fig. 1.
Therefore, we define the code as:

LDN(xa y) = 8iz,y + jm,ya (H

where (z,y) is the central pixel of the neighborhood being
coded, i, is the directional number of the maximum positive
response, and j, , is the directional number of the minimum
negative response defined by:

izy = arg max{I'(z,y) | 0 <i < 7}, )

Jay = arg min{l (z,y) | 0 < j < 7}, 3)
J

where I’ is the convolution of the original image, I, and the
ith mask, M*, defined by:

I° =T« M. 4)

C. Compass masks

We use the gradient space, instead of the intensity feature
space, to compute our code. The former has more information
than the later, as it holds the relations among pixels implicitly
(while the intensity space ignores these relations). Moreover,
due to these relations the gradient space reveals the underlying
structure of the image. Consequently, the gradient space has
more discriminating power to discover key facial features.
Additionally, we explore the use of a Gaussian to smooth the
image, which makes the gradient computation more stable.
These operations make our method more robust; similarly
previous research [28], [31], [33] used the gradient space
to compute their code. Hence, our method is robust against
illumination due to the gradient space, and to noise due to the
smoothing.

To produce the LDN code, we need a compass mask to
compute the edge responses. In this paper, we analyze our



proposed code using two different asymmetric masks: Kirsch
and derivative-Gaussian (shown in figs. 2 and 3). Both masks
operate in the gradient space, which reveals the structure
of the face. Furthermore, we explore the use of Gaussian
smoothing to stabilize the code in presence of noise by using
the derivative-Gaussian mask.

The Kirsch mask [39] is rotated 45° apart to obtain the
edge response in eight different directions, as shown in fig. 2.
We denote the use of this mask to produce the LDN code by
LDN¥. Moreover, inspired by the Kirsch mask [39], we use
the derivative of a skewed Gaussian to create an asymmetric
compass mask that we use to compute the edge response on
the smoothed face. This mask is robust against noise and
illumination changes, while producing strong edge responses.
Hence, given a Gaussian mask defined by:

1 $2+2
S exp <——3’) , 5)

G =
o(2,) 2ro 202

where x, y are location positions, and ¢ is the width of the
Gaussian bell; we define our mask as:

M, (x,y) = Go(z + k,y) * Go(z,y), (6)

where G/, is the derivative of G, with respect to x, o is the
width of the Gaussian bell, * is the convolution operation, and
k is the offset of the Gaussian with respect to its center—in our
experiments we use one fourth of the mask diameter for this
offset. Then, we generate a compass mask, {M?, ..., M7},
by rotating M, 45° apart, in eight different directions. Thus,
we obtain a set of masks similar to those shown in fig. 3. Due
to the rotation of the mask, M, there is no need of computing
the derivative with respect to y (because it is equivalent to the
90° rotated mask) or other combination of these variables. We
denote the code generated through this mask as LDNS, where
o determines the parameter for the Gaussian.

III. FACE DESCRIPTION

Each face is represented by a LDN histogram (LH) as shown
in fig. 4(a). The LH contains fine to coarse information of an
image, such as edges, spots, corners and other local texture
features. Given that the histogram only encodes the occurrence
of certain micro-patterns without location information, to
aggregate the location information to the descriptor, we divide
the face image into small regions, {R!,..., RV}, and extract
a histogram H* from each region R’. We create the histogram,
Hi, using each code as a bin, and then accumulating all the
codes in the region in their respective bin by:

Z v,

(z,y)ER’
LDN(z,y)=c

Hi(c) = ve, ™)

where ¢ is a LDN code, and (z,y) is a pixel position in the
region RY, LDN(z,y) is the LDN code for the position (z,y),
and v is the accumulation value—commonly the accumulation
value is one. Finally, the LH is computed by concatenating

those histograms:
N

LH = H H’, (®)

i=1
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Fig. 4. Face descriptor using uniform grid for histogram extraction. (a) LDN
histogram (LH), and (b) multi-LDN histogram (MLH).

where [ is the concatenation operation, and N is the number
of regions of the divided face. The spatially combined LH
plays the role of a global face feature for the given face.

The use of the derivative-Gaussian mask allows us to freely
vary the size of the mask. The change in the size allows the
coding scheme, LDNG, to capture different characteristics of
the face. Hence, a fine to coarse representation is achieved
by computing the LDNUG code at n different o; (which we
represent by LDNUG1 ..o, )» and by concatenating the histogram
of each o, Hf,, which is computed in the same way as Eq. (7)
by using LDN?, we can merge the characteristics at different
resolutions [as shown in fig. 4(b)]. We call this mixture of
resolutions a multi-LDN histogram (MLH), and it is computed
by:

N n
MLH,, . =[] T]H%., ©)
j=1li=1

where [] is the concatenation operation, an is the histogram
of the LDNfi code at the R’ region, and n is the number
of ¢’s used—in our experiments we limit ourselves to three.
The change in the mask’s size allows our method to capture
features in the face that otherwise may be overlooked. As
previous research showed [40], it is vital to provide descriptive
features for long range pixel interaction. However, previous
works do not take into account the long range pixel interaction
that takes place outside the coverage of their neighborhood
system. We find that combining the local shape information,
the relation between the edge responses, and relating the
information from different resolutions can better characterize
the face’s characteristics.

In other words, we represent the face using a single-feature
histogram, by using LH, or with a multi-feature histogram, by
using MLH. The LDN code in LH can be LDN® or LDN¢,
and the code in MLH must be a LDN?MU

"UTL.

A. Face Recognition

The LH and MLH are used during the face recognition pro-
cess. The objective is to compare the encoded feature vector
from one person with all other candidate’s feature vector with
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the Chi-Square dissimilarity measure. This measure between
two feature vectors, F; and Fs, of length N is defined as:

N

X*(F1, Fy) zzw.

10
22 Fi (i) + Fa(i) (10

The corresponding face of the feature vector with the lowest
measured value indicates the match found.

B. Expression Recognition

We perform the facial expression recognition by using a
Support Vector Machine (SVM) to evaluate the performance
of the proposed method. SVM [41] is a supervised machine
learning technique that implicitly maps the data into a higher
dimensional feature space. Consequently, it finds a linear
hyperplane, with a maximal margin, to separate the data in
different classes in this higher dimensional space.

Given a training set of M labeled examples T = {(x;, y;) |
i=1,...,M}, where x; € R" and y; € {—1,1}, the test
data is classified by:

M
f(z) = sign (Z oy K (zi,2) + b) ,
i=1

where «; are Lagrange multipliers of dual optimization prob-
lem, b is a bias, and K (-, -) is a kernel function. Note that SVM
allows domain-specific selection of the kernel function. Al-
though many kernels have been proposed, the most frequently
used kernel functions are the linear, polynomial, and Radial
Basis Function (RBF) kernels.

Given that SVM makes binary decisions, multi-class clas-
sification can be achieved by adopting the one-against-one
or one-against-all techniques. In our work, we opt for one-
against-one technique, which constructs k(k —1)/2 classifiers,
that are trained with data from two classes [42]. We perform
a grid-search on the hyper-parameters in a 10-fold cross-
validation scheme for parameter selection, as suggested by
Hsu et al. [43]. The parameter setting producing the best cross-
validation accuracy was picked.

Y

IV. EXPERIMENTS

We performed several experiments to evaluate the perfor-
mance of the proposed coding scheme for face recognition
and expression classification. We analyzed the former under
expression, time lapse, pose, and illumination variation. Also,
we tested the proposed code for expression recognition with
six and seven expressions.

Regarding the length of the proposed descriptor, the basic
LDN has 56 different values, and the length of the final
descriptor will be a multiple of this length. Consequently,
LDN¥ has a length of 56, and the LDN® codes have a
length of 56n, where n is the number of sigmas used (in our
experiments we set n = 3). Note that similar methods have
descriptors with greater lengths. For example, the basic length
of: LBP [25] (in the uniform case) is 59, LD;P [28] is 56,
LD.P [31] is 1024, LPQ [36] is 256, LTP [33] (coded as two
uniform LBP codes) is 128, and general LTP is 38. However,
multi-scale codes, like HGPP [35], have huge lengths, as the
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global version (GGPP) length is 256n,, and the local version
(LGPP) length is 256n,n, (where ng = 5 is the number of
scales, and n, = 8 is the number of orientations). Furthermore,
HGPP is a combination of the local and global versions,
which will combine its lengths (note that the use of real and
imaginary values will double the length). Due to the length
of the HGPP descriptor, we will not compare against it in the
following section—see the end of next section for more details
on the differences with the literature. Additionally, all these
lengths should be multiplied by the grid size. In comparison,
our multi-scale descriptor is extremely compact, and the single
scale is more compact than other descriptors. Moreover, the
execution time of our code is, in average, 37 ms on images of
size 100 x 100 for one mask—we produced this time using a
Dual-Core CPU with 2.5 GHz, using un-optimized MATLAB
code. Moreover, the codes that use n different sigmas will
take, in average, n times more.

A. Face Recognition

We tested our method for face recognition in several
databases: FERET [44], Yale B [45], Extended Yale B [46],
LFW [47], and CAS-PEAL [48]. Moreover, we cropped and
normalized all images to 100 x 100 pixels, based on the
ground truth positions of the two eyes and mouth when
available, or used a face detector to crop the face. In our
experiments, every image is partitioned into 10 x 10 regions
for all the methods.

1) FERET results: We tested the performance of the meth-
ods, for the face recognition problem, in accordance to the
CSU Face Identification Evaluation System with images from
the FERET [44] database. In this problem, given a gallery
containing labeled face images of several individuals (one or
more face images for each person), we classify a new set of
probe images. Thus, we used fa image set as gallery and the
other four sets as probe images. These sets are fb, for expres-
sion variation, fc, for illumination variation, dupl and dupll,
for time lapse variation. (Note that in the FERET methodology



these datasets are for age variation testing. However the time
between images is not significant for age variation. Instead,
we associate this factor with time lapse variation.)

First, given that LDNUG depends on its parameter o, we test
different o’s to analyze the performance of the code when
varying this parameter. As fig. 5 reveals, the code presents an
increment in the interval 0.5 < o < 1.5. Thus, we test the
multi-LDN code, LDNEMUQ’JS, for different combinations in
this interval. We choose to investigate the combination of the
small neighborhoods (3 x 3, 5 x 5, 7 X 7) in LDN(%’O.G’O‘Q,
medium neighborhoods (5 x5, 7x 7, 9 x 9) in LDN(‘E&LO’LS,

and large neighborhoods (7x7, 9x9, 11x11) in LDNfo)l_&w.

Table I shows the results of all the different methods in
the FERET database. The LDNUGIM,O,3 codes outperform the
results of LDNX , and other methods in the expression and
time lapse variation data sets (fb, dupl, and dupll). For the
intensity variation data set (fc), LBP has the same accuracy
as the best LDN code, but not as good as the LDNX
code. However, for extreme illumination variation LBP’s and
LDN%"s performance considerably drop in comparison to
LDN¢ codes—c.f. fig. 9. Moreover, GGPP and LPQ produce
the best results in fc data set, because they do not rely
on intensity. Instead, GGPP and LPQ use phase as main
feature to build their code, which makes them more robust to
illumination. However, like LBP, LPQ’s accuracy considerably
drops in extreme lighting variations—c.f. fig. 9. Furthermore,
note that the directional patterns (LD;P and LD.P) produce
poor results in this data set. Moreover, given that we are
evaluating the raw power of the descriptors, and for a fair
comparison, we did not pre-process any image. Consequently,
some methods exhibit lower accuracy than expected, such as,
LBP,,, LTP, and LD.P. Additionally, the reduced accuracy of
LBP,, may due to its design (for infrared images), and the
changes in intensity prove too challenging for the method.
Regarding the LDN® combined codes, the medium neigh-
borhood combination, LDN&,’LO’L 5, performs better than the
other two. This high accuracy is due to the ¢ combination
that recovers small to large characteristics, instead of picking
only small or large characteristics. Therefore, we can say that
the improvement of this assemble is due to the balance of
its masks sizes that range from small to large regions. This
behavior is also supported by the high performance of these
middle o’s as shown in fig. 5.

Despite LDN® code being more robust against illumination
than previous methods (as shown in table I and fig. 9), such
as, LD.P, LD;P, LTP, or LBP, it has an inferior recognition
capability in comparison with LDN®. Moreover, we found
that due to the higher discrimination power of LDN® code,
it overlooks the face identities and tends to match stronger
features in the face, such as, expression’s structures. This
behavior is shown in fig. 6, in which we can see that the
code represents better the facial expression characteristics, as
it matches similar expression among different people. This
discrimination comes from the use of the Kirsch mask, which
extracts more robust structural features than our proposed
derivative-Gaussian mask. Therefore, we can accommodate the
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TABLE I
COMPARISON OF THE RECOGNITION ACCURACY OF THE LDN CODE AND
OTHER METHODS IN THE FERET DATABASE.

Method b fc dupl  dupll
LBP [25] 80.99 84.69 64.90 48.62
LBP,, [34] 79.93 84.18 50.55 19.72
LTP [27] 84.30 36.22 52.26 22.94
LD;P [28] 83.12 71.94 66.61 58.26
LDcP [31] 85.10 79.35 63.45 61.21
LPQ [36] 84.89 88.78 63.34 46.79
GGPP [35] 87.60 92.86 70.67 66.97
LDNX 82.88 86.22 65.21 50.46
LDNS;.a,o.G,o.g 87.84 84.69 72.86 69.27
LDN€5’1'0’1.5 88.55 81.12 73.32 71.10
LDN?0 1.31.6 8843 78.06 72.08 70.18

Fig. 6. False detected faces using LDN¥ code. The first row shows the
query face, and the second row the retrieved face. Note that the code matches
the expressions instead of the faces.

mask that is used to extract the features according to the target
application.

2) Noise evaluation: To evaluate the robustness of the
proposed method against noise, we corrupted the probe face
images, in the FERET database, with white Gaussian noise,
and then try to identify them using the same process as
described before. We perform this experiment with different
levels of noise, and the results are shown in fig. 7. The
robustness of LDN, against noise, is notable as it outperforms
the other methods for every level of noise in every data
set. LD;P and LBP have problems overcoming the errors
introduced by the noise. However, LDN, due to the use of
the directional numbers, has a higher recognition rate.

Among the different LDN® schemes that we tested, the
combination of the medium neighborhoods (LDNS’T5,1.0’1‘5)
has a higher average recognition rate than the other two.
However, it is not as robust as LDN?O,1.3,1.6 in the presence
of noise. In contrast, for noise-free environments, we found
that the inclusion of medium neighborhoods (LDN€5’1.0,1. 5)
provides better results. As this combination includes charac-
teristics of several resolutions that are different enough (as
they include information that differentiates them from others),
yet consistent with each other, to represent the face’s textures.
This balance of the size combination is not outstanding in the
other two LDN¢ schemes. Nevertheless, these other LDN¢
schemes produce better results than previous methods. More-
over, each LDNY scheme has different characteristics that can
be exploited in certain conditions. For example, LDN€370_6’0_9
has a high performance under illumination variation, as the
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Fig. 7. Recognition accuracy in presence of noise on the FFERET data sets:

(a) fb, (b) fc, (c) dupl, and (d) dupll.

Fig. 8. Samples images of a single subject of the (Extended) Yale B database
under illumination variation, with their facial characteristics hidden by the
shadows. And their respective LDN coded faces, in which those facial features
can be easily distinguished. (In this example we used LDN* )

results in the fc data set in table I show, and LDNE0,1.3,1.6 has
a high performance under extreme illumination variation and
noisy conditions. Note that the LDN® code performs equally
good or better as the best LDN® codes in the presence of
noise. A high presence of noise in the face makes the textures
on the face more difficult to detect, thus the use of the Kirsch
and derivative-Gaussian masks stabilize the texture codes.

3) (Extended) Yale B results: Furthermore, we used the
Yale B [45] and the Extended Yale B [46], which is an im-
provement over the former, databases for illumination variation
evaluation. The former contains images of ten subjects, and
the latter contains images of 38 subjects, both with nine poses
and 64 illuminations per pose. And we used the frontal face
images of all subjects, each with 64 different illuminations.
The faces are divided into five subsets based on the angle of
the light source directions. The five subsets are: Sub I (0° to
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Fig. 9. Recognition accuracy of the different methods in the (a) Yale B
and (b) Extended Yale B databases. Note that the all the methods use no
pre-processing.

12°), Sub 2 (13° to 25°), Sub 3 (26° to 50°), Sub 4 (51° to
77°), and Sub 5 (above 78°). We used Sub I image set as
gallery and the other four sets as probe images.

The difficulty of these databases increases for the subsets
four and five, due to the illumination angles that cover half of
the face with shadows. Figure 8 shows that the LDN coded
faces reveal the facial features in presence of shadows in the
face. Moreover, we present results without pre-processing to
evaluate the robustness of the descriptors alone. Nevertheless,
our method recovers face features in the dark areas, as it
does not rely on intensity, like LBP or LTP. We evaluated our
method against other methods: Gradientfaces [33], LD;P [28],
LBP [25], LBP,, [34], LTP [27], LQP [36], and GGPP [35];
and the results are shown in fig. 9. Most methods perform
well in the normal Yale B database, except in the Sub 5
data set, in which the proposed method, Gradientfaces, and
GGPP outperform the other methods. All methods, except
for LTP, are flawless in the first two sets in the Extended
Yale B, which have minor illumination changes. However, for
the last two sets the recognition rate of LD;P, LBP, LBP,,,
LTP, and LPQ decreases significantly. On the other hand, LDN
takes advantage of its compass masks, which are more robust
against illumination changes, and uses the directional number
encoding scheme to produce a more discriminative code. Note
that the proposed LDN performs better than LPQ, which use



phase information. Additionally, GGPP has two more scales,
and a greater length than our method to build its descriptor.

The recognition rate difference of LDNY, in average on the
last two data sets of the normal Yale B, between Gradientfaces
and GGPP is 0.7% and 1.3%, respectively. Additionally, on
the extended database, LDN® is 1.1% better than GGPP,
in average on the last two data sets. The LDNX code is
better than previous codes, but not as good as its Gaussian
counterpart. Although Gradientfaces has a higher accuracy
than LDN codes in the illumination variation problem (in the
normal Yale B), it is not robust against expression and time
lapse variation. Gradientfaces has a non-acceptable recognition
rate of 7% in fb, and 1% in dupl and dupll in the FERET
database. However, LDN codes showed to be more reliable in
different variation conditions.

4) LFW results: Additionally, we evaluated the pro-
posed method using the Labeled Faces in the Wild (LFW)
database [47], which comprises a collection of annotated faces
captured from news articles on the web. This database was
published with a specific benchmark, which focuses on the
face recognition task of pair matching. In this task, given two
face images, the goal is to decide whether the two pictures are
of the same individual. This is a binary classification problem,
in which the two possible outcomes are same or not-same.

We used a straightforward approach for pair matching,
in which we considered the distance between two image
descriptors, and we learned a threshold that classifies whether
the distances correspond to a matching pair. This method can
be generalized by using a binary SVM. We trained a SVM
classifier on the 5400 one-dimensional vectors each containing
the distance between the two images of a pair. Then, we used
this classifier to predict whether the 600 test pairs are matches
or not. This experiment is repeated for the ten train/test splits,
and we record mean recognition rate as well as the standard
deviation of it.

In table II we report the recognition rate for the
Euclidean distance for each of the following descrip-
tors: LBP [25], Three and Four Patch LBP (TPLBP and
FPLBP) [49], Gabor (C1) [50], and the proposed methods
using Kirsch (LDNK ) and different derivative-Gaussian masks
method, ‘for large neighi)ofhoods, achieves better recognition
rate than other methods based on LBP. However, the proposed
codes, based on small and medium neighborhood, achieve a
smaller recognition rate. Note that we use only one distance
measure, and Wolf et al. [49] showed that the combination of
different distance measures produces better results. Hence, our
close and better results will be boosted using such combined
approach. Although these results are not the best in this bench-
mark, as noted by Wolf et al. too [49], the local descriptors
are faster than the methods with higher accuracy.

5) CAS-PEAL results: Also, we tested the gallery/probe-
sets methodology in the CAS-PEAL face database [48], which
contains 99594 images of 1040 individuals (595 males and 445
females) with varying pose, expression, accessory, and lighting
(PEAL). The CAS-PEAL-R1, a subset of the CAS-PEAL face
database, has been released for the purpose of research, which
contains 9060 images of 1040 persons.

IEEE TRANSACTIONS ON IMAGE PROCESSING

TABLE II
MEAN (&£ STANDARD ERROR) RECOGNITION RATES ON THE FUNNELED
PAIR MATCHING BENCHMARK OF LFW (IMAGE-RESTRICTED TRAINING,

“VIEW 17).
Method Euclidian Distance
LBP [25] 67.67 £ 0.68
TPLBP [49] 68.75 £ 0.44
FPLBP [49] 68.65 & 0.56
Gabor [50] 62.93 £ 0.47
LDNX 61.77 +0.38
LDN§'3 5600 66.75+0.35
LDNG'5 1 1.5 67.67+0.32
LDN¥ | 5,6 69.08+0.31

The CAS-PEAL database provides several comparison en-
vironments. The proposed method LDN gives good results for
most of the data sets, and it is close to the best methods.
Our proposed methods are outperform by the LD;P, LPQ,
and GGPP methods in the Accessory, Age, Background,
and Expression data sets by 0.6%, 1.5%, 0.2% and 1.2%,
respectively. Note that the Lighting data set in this database is
really challenging. In contrast to the Yale B database which
contains only images with shadows, the CAS-PEAL Lighting
data set has dark (with shadows) and bright (with flashes)
images. This combination of images makes this data set more
challenging. As we see in the results, the methods can detect
less than half of the data set. Nevertheless, the proposed
method still outperforms other methods that use intensity, and
even outperforms the GGPP and LPQ methods that use phase
information as feature. However, the use of phase information
makes GGPP to produce really good results.

Furthermore, note that there are other versions of the
algorithm proposed by Zhang et al. [35] (HGPP and its
weighted variations) from which the authors reported better
results (produced in their environment) than those presented
here—HGPP has an average accuracy of 87.57%, and 91.01%
in FERET and CAS-PEAL databases, respectively. However,
for a fair comparison, we used the method with the shortest
descriptor (GGPP with a length of 1280 times the grid size)
and produced results in our environment. Note that the other
methods have larger descriptors that are difficult to compute,
and are not feasible for an application. As Zhang et al. sug-
gested [35], we also tested the quantized version of the GGPP
descriptor (16 times shorter), but its recognition accuracy on
the CAS-PEAL database drops drastically to 76.72%, 89.39%,
94.21%, 96.73%, 82.87%, and 16.36%, respectively. In this
case, our descriptors outperform all these results. (Note that
the same happens in the FERET database, case in which the
recognition drops to 83.47%, 83.16%, 61.62%, and 52.75%,
respectively. And in both versions of the Yale B database;
in the worst case—in the extended database—the recognition
drops to 99.78%, 76.81%, and 61.91% for the data sets Sub3
to Sub5.) Moreover, the difference in the detection accuracy
that we presented and the one shown by Zhang et al. [35],
may due to the face detector we used (consequently, the
detected face region varies considerably), our deliberated lack
of pre-processing (to test the power of the descriptor), and the
parameters used to re-size and divide the face.



RAMIREZ RIVERA et al.: LOCAL DIRECTIONAL NUMBER PATTERN FOR FACE ANALYSIS 9

TABLE III
RECOGNITION ACCURACY OF SEVERAL METHODS ON THE CAS-PEAL
DATABASE.
Methods Acc. Age Back. Dist. Expr. Light.
LBP [25] 75.06 89.39 98.73 97.45 87.45 14.62
LD;P [28] 78.21 90.91 99.64 96.73 87.58 17.83
LPQ [36] 81.18 87.88 99.46 97.09 88.60 21.09
GGPP [35] 82.76 96.97 97.29 97.45 87.77 30.85
LDNE 80.00 95.45 97.83 98.18 84.20 27.99
LDNEB,O.G,OB 79.43 93.94 99.46 97.45 86.05 39.50
LDN€5,1.0,145 81.66 92.42 99.46 97.45 87.39 40.57
LDN?‘TO 1316 82.14 9394 99.46 97.09 87.26 39.81

B. Expression Recognition

We performed experiments to evaluate the performance of
the proposed algorithm under six, and seven facial expressions
using SVM for classification. We tested our method in five dif-
ferent databases: CK [51], CK+ [52], JAFFE [53], MMI [54],
[55] and CMU-PIE [56], [57]. Moreover, we cropped and
normalized all the images to 110 x 150 pixels, based on the
ground truth positions of the eyes and mouth (when available),
or by using a face detector. In our experiments, every image is
partitioned into 4 X 7 regions. We compared the performance
of the proposed LDN based method against several encoding
schemes. To evaluate the generalization performance to novel
subjects, we adopted a 10-fold cross-validation testing scheme
in our experiments. More specifically, we partitioned the data
sets randomly into ten groups of roughly equal number of
subjects. Nine groups were used as the training data to train
the classifiers, while the remaining group was used as the test
data. The above process was repeated ten times for each group
in turn to be omitted from the training process. We reported
the average recognition results on the test sets. In this section
we discuss the evaluation process and the results.

We conducted the recognition using SVM with different
kernels to classify the facial expressions. Table IV compares
the performances with the SVM classifier based on different
LDN features, where the degree of the polynomial kernel is
one, and the standard deviation for the RBF kernel is 2! for
6-class recognition and 2'3 for 7-class recognition. For this
task, we analyzed the four variations of LDN that we presented
before: LDNX and the three variations of LDN®.

1) (Extended) Cohn-Kanade results: The Cohn-Kanade Fa-
cial Expression (CK) database [51] consists of 100 university
students. Subjects were instructed to perform a series of 23
facial displays, six of which were based on description of
prototype emotions. Image sequences from neutral to target
display were digitized. In our setup, we selected 408 image
sequences from 96 subjects, each of which was labeled as one
of the six basic emotions. For 6-class prototypical expression
recognition, the three most expressive image frames were
taken from each sequence that resulted into 1224 expression
images. In order to build the neutral expression set, the
first frame (neutral expression) from all 408 sequences was
selected to make the 7-class expression data set (1632 images).
Furthermore, we used the extended Cohn-Kanade database
(CK+) [52], which includes 593 sequences for seven basic
expressions (happiness, sadness, surprise, anger, disgust, fear,
and contempt). In our experiments, we selected the most

TABLE IV
EXPRESSION RECOGNITION ACCURACY OF LDN CODES USING SVM
WITH DIFFERENT KERNELS, ON SEVERAL DATABASES: CK, CK+, JAFFE,
MMI, aAND CMU-PIE.

(a) LDN¥
Database Kernel (%)
Linear  Polynomial RBF
CK 6-Class 98.4+1.4 99.1£0.7 99.2+£0.8
7-Class 92.3+3.0 95.1+4.1 948+3.1
CK+ 7-Class 82.0+ 0.8 81.7+0.7 82.3+£0.8
JAFFE 6-Class 929+ 1.7 93.4+22 923+£1.7
7-Class 90.1+3.0 91.1+3.0 89.2+2.8
MMI 6-Class 92.9+3.0 94.1 £2.7 93.8+3.1
CMU-PIE  2-Class 84.6 +0.3 86.2+0.4 88.8+0.3
(b) LDN§3,0.6,0.9
Database Kernel (%)
Linear ~ Polynomial RBF
CK 6-Class 96.8+0.3 98.6 £0.2 98.7+0.3
7-Class 94.3+0.3 95.5+0.3 95.6 £0.7
CK+ 7-Class 85.6 0.8 79.5+0.9 85.6+0.8
JAFFE 6-Class 93.4+0.6 92.9+0.2 92.9+0.1
7-Class 90.6 0.2 91.6 £0.4 90.6 £0.4
MMI 6-Class 94.9+3.2 95.2+3.5 94.1+£2.9
CMU-PIE  2-Class 91.9+0.3 92.1+£0.2 92.9+0.2
(© LDN§5,1.0,145
Database Kernel (%)
Linear ~ Polynomial RBF
CK 6-Class 96.8+ 0.3 98.9+0.2 98.9+£0.2
7-Class 94.3+0.2 96.4+0.3 96.6 £ 0.6
CK+ 7-Class 89.0+ 0.7 66.4+1.0 89.0£0.7
JAFFE 6-Class 92.9+0.4 91.3+0.3 924+£0.3
7-Class 90.1+0.3 89.7+0.2 88.7+£0.2
MMI 6-Class 95.2+2.7 95.8 £2.4 94.6£3.2
CMU-PIE  2-Class 94.2+0.3 93.1+0.2 93.9+0.3
(d LDN?.O,L?,,LG
Database Kernel (%)
Linear ~ Polynomial RBF
CK 6-Class 97.9+0.4 99.5+0.2 99.1+£0.2
7-Class 94.6 +£0.2 96.4+0.4 96.6 £ 0.6
CK+ 7-Class 89.3+0.6 63.3+0.9 89.3+£0.7
JAFFE 6-Class 93.4+0.4 924403 93.4+£04
7-Class 90.1+0.4 90.6 £0.3 90.1 £0.2
MMI 6-Class 95.5+ 3.0 95.5+3.6 94.1£3.9
CMU-PIE  2-Class 94.4+0.2 93.6 £0.2 94.3+£0.2

expressive image frame from 325 sequences from 118 subjects
from the database for evaluation.

The best recognition rates of the proposed methods, in
comparison with other methods, are shown in table V, in
which the LDN® codes perform better in the 6- and 7-class
problem on the CK database. To obtain a better picture of
the recognition accuracy of individual expression types, we
present the confusion matrices for 6- and 7-class expression
recognition using the CK database for the best LDN codes.
Tables VI and VII show the recognition for the LDN?Q 1.3.1.6
code. These results show that the 6-class recognition can be
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TABLE V
RECOGNITION RATE ON THE COHN-CANADE (CK) AND JAPANESE
FEMALE FACIAL EXPRESSION (JAFFE) DATABASE FOR SEVERAL
METHODS.
Method CK database JAFFE database
6-Class (%) 7-Class (%) 6-Class (%) 7-Class (%)
LBP [14] 926+29 889+35 86.7+4.1 80.7%+5.5
LD;P [28] 985+14 943+39 85.8+1.1 859+138
Gabor [58] 89.8+3.1 86.8+3.1 85.1+50 79.7+t4.2
LDNK 99.2+0.8 94.8+3.1 923+1.6 89.2+238
LDN€3,0.6,0.9 98.7+0.3 95.6+0.7 929+0.1 90.6 +£0.4
LDN&MAO?L5 98.9+0.2 96.6+0.6 923+0.3 83.7+0.2
LDN?OJ&L6 99.1+0.2 96.6+0.6 93.4+04 90.1+0.2
TABLE VI

CONFUSION MATRIX OF 6-CLASS FACIAL EXPRESSION RECOGNITION
USING SVM (RBF) WITH LDN¥, | 5 ; o IN THE CK DATABASE.

(%) Anger Disgust Fear Joy  Sadness Surprise
Anger [EEEY 000 000 000 098 049
Disgust  0.00 0.00 000 000  0.00

Fear 0.00 000 XY 051 051  0.00

Joy 0.00 0.0 0.00 0.00  0.00
Sadness 3.17  0.00 0.00 0.0 0.00
Surprise 0.00  0.00 0.00 0.00  0.00

solved with high accuracy; but the greatest confusion occurs
for the sadness expression being confused with the anger
expression. However, as we include the neutral expression in
the 7-class recognition problem, the accuracy of other five
expressions decreases because some facial expression samples
are confused with a neutral expression.

To further evaluate our proposed methods, we used the
extended version of the Cohn-Kanade (CK+) database. In this
case, we compared our descriptor against several geometric-
base methods. Lucey et al. [52] reported two methods when
they proposed their database, namely similarity-normalized
shape (SPTS), and canonical appearance features (CAPP).
Also, Chew et al. [59] proposed a constrained local model
(CLM) based method. Moreover, Jeni et al. [60] also proposed
a CLM method by using shape related information only (CLM-
SRI). Furthermore, we compared against a method based on
emotion avatar image (EAI) [61] that leverages the out of plane
rotation. Table VIII(a) shows that our method outperforms
all the other methods. Note that all the other methods are
geometric based, which use a more complex representation
of the face. Yet, our proposed LDN outperforms them with
a simple representation. Jeni er al. [60] used a temporal
normalization step which yields an accuracy of 96%. However,
for a fair comparison against all the other methods we leave
this score outside of the table, and used the result that do not
use the temporal normalization.

Additionally, we present the confusion matrix of our best
LDN descriptor in table IX. The worst confusion occurs among
the anger, contempt, and sadness emotions. These emotions
have similar characteristics, which difficult their detection
from a single frame.

2) JAFFE results: Additionally, we used the Japanese Fe-
male Facial Expression (JAFFE) database [53], which contains
only 213 images of female facial expression expressed by ten
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TABLE VII
CONFUSION MATRIX OF 7-CLASS FACIAL EXPRESSION RECOGNITION
USING SVM (RBF) WITH LDN$) | 5| 4 IN THE CK DATABASE.

(%) Anger Disgust Fear Joy Sadness Surprise Neutral
Anger BEM 0.00 0.00 0.00 000 000 10.19
Disgust  0.00 0.00 000 000 000 294

Fear 0.00 0.00 [J&Yd 0.00 000 000 2.3

Joy 0.00 0.00 X®I 0.00 0.00 0.38
Sadness 0.00  0.00 0.00 0.00  2.16
Surprise  0.00  0.00 0.00  0.00 0.41
Neutral 3.32 0.0 0.00 127  0.00

TABLE VIII

RECOGNITION ACCURACY FOR EXPRESSIONS ON THE (A) CK+, (B) MMI,
AND (C) CMU-PIE DATABASES.

(a) (b) (©)
Method CK+  Method MMI  Method CMU
SPTS [52] 50.4  LBP [14] 86.9 LBP [25] 93.5
CAPP [52] 66.7 CPL [62] 49.4  LBP,, [34] 90.3
SPTS+CAPP  83.3  CSPL [62] 73.5  LIP [27] 87.6
CLM [59] 74.4  AFL [62] 47.7  LD;P [28] 88.4
CLM-SRI [60] 88.6 ADL [62] 47.8  LPQ [36] 90.9
EAI [61] 82.6 LDNK 94.1 LDN¥K 88.8
LDN' 82.3 LDNS‘TS,OAG,O.Q 95.2 LDNgS,oAb‘,oAQ 92.9

G
LDN%3,0.6,0.9 85.6
LDN%5,1.0,1.5 89.0
LDNY( 1.3,1.6 893

el
LDNg'5.1.0,1.5 95-8

LDN(?5,1.0,1A5 94.2
LDNEO 1.3,1.6 995

LDNEO,IB 1.6 944

subjects. Each image has a resolution of 256 x 256 pixels
with almost the same number of images for each categories
of expression. The head in each image is usually in frontal
pose, and the subject’s hair was tied back to expose all the
expressive zones of her face.

We observed that the recognition accuracy in JAFFE
database, shown in table IV, is relatively lower than the
CK database. One of the main reasons behind this accuracy
is that some expressions in the JAFFE database are very
similar with other expressions. Thus, depending on whether
these expression images are used for training or testing, the
recognition result is influenced. Furthermore, we compared
the proposed method against three other methods, and we
show their recognition rates on the table V. As observed, our
approach outperforms the others methods.

3) MMI results: Moreover, we tested the expression recog-
nition problem on the MMI face database [54], [S5], which
contains more than 1500 samples of both static images and
image sequences of faces in frontal and in profile view
displaying various facial expressions of emotion, single AU
activation, and multiple AU activation. In our experiments we
used the Part II of the database, which comprises 238 clips
of 28 subjects (sessions 1767 to 2004) where all expressions
(anger, disgust, fear, happiness, sadness, and surprise) were
recorded twice. People who wear glasses were recorded once
while wearing their glasses, and once without.

We compared our proposed methods against two recent
studies: a boosted LBP [14] and several patch-based ap-
proaches based on the former method [62]. Zhong et al. [62]
proposed two methods Common Patches (CPL) and Common
and Specific Patches (CSPL) with LBP to produce a more
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TABLE IX
CONFUSION MATRIX OF 7-CLASS FACIAL EXPRESSION RECOGNITION

.....

(%) Anger Contempt Disgust Fear Happy Sadness Surprise
Anger 377 377 189 1.89 1509 1.89
Contempt  5.26 000 526 000 1053 5.26
Disgust 6.56  0.00 0.00 000 0.00  0.00
Fear 0.00  0.00  0.00 0.00 952  0.00
Happy 000 141 000 2.82 [5KEd 000  0.00
Sadness 10.53 526  0.00 5.26 0.0 0.00

Suprise 0.00  0.00  0.00 1.20 0.00  1.20

TABLE X

CONFUSION MATRIX OF 6-CLASS FACIAL EXPRESSION RECOGNITION

.....

(%) Anger Disgust Fear Happiness Sadness Surprise
Anger JIEEO 000 000 000 000  0.00
Disgust 0.0 000 000 455 0.0

Fear 0.00  0.00 000 000 455

Happiness 0.00  3.13  3.13 313 0.00
Sadness 0.00  0.00 0.00  0.00 0.00
Suprise  0.00  2.63 526 2.63 0.0

localized descriptor. Moreover, they use Adaboost (ADL)
to learn certain patches in the face, and code them using
LBP; also they use all available patches (AFL) to create
the descriptor and recognize the expressions. Furthermore,
table VIII(b) shows that the proposed method outperforms
previous methods. Additionally, note that our method is not
boosted in any way, unlike these other methods. Moreover, we
use a wide variety of images, and all expressions to evaluate
our performance, while Shan ef al. [14] used a reduced set.

For a better comprehension of the performance of our
approach on the MMI database, table X shows the confusion
matrix of the best LDN descriptor. We note that from all the
expressions, the surprise expression get confused with disgust,
fear, and happiness. This confusion is due to the similarity
among the expressions, as some people only rise their eye-
brows when surprised, while others open their mouth, which
may lead to some confusion. Hence, to improve this detection,
temporal information may be incorporated. Furthermore, we
show in table IV the recognition rates of the variations of the
proposed method.

4) CMU-PIE results: Furthermore, we also used the CMU
PIE database [56], [57], which includes 41368 face images
of 68 people captured under 13 poses, 43 illuminations condi-
tions, and with four different expressions: neutral, smile, blink-
ing, and talk. For our experiments, we tested two expressions:
smile and neutral, as blinking and talking requires temporal
information, which is out of the scope of this publication.
Moreover, we used the poses that are near frontal (camera
27) with horizontal (cameras 05 and 29) and vertical rotation
(cameras 07 and 09).

We show on table XI the confusion matrices of the best
LDN descriptors. Also, table IV shows the results for all the
proposed descriptors and kernels on the CMU-PIE database.
We found that the large variation in the head pose influences
the result, as we see the LDN¥ descriptor is below 90% ac-

TABLE XI
CONFUSION MATRIX OF 2-CLASS FACIAL EXPRESSION RECOGNITION

.....

CMU-PIE DATABASE.
(a) (b)
(%) Neutral Smile

Neutral 12.82

Smile 8.25 EINE

(%) Neutral Smile

Neutral 6.20

Smile 5.90 EER]

curacy, while the best of our descriptors achieves an accuracy
of 94.4%. Moreover, table VIII(c) shows the comparison of
the proposed methods against different other local descriptors.
Note that our methods with middle and large neighborhoods
outperform the rest. It seems that the Kirsch mask cannot
recover the subtle differences between the smile and neutral
expression, as the results of LD;P and LDNX have the lowest
accuracy.

V. CONCLUSION

In this paper we introduced a novel encoding scheme,
LDN, that takes advantage of the structure of the face’s
textures and that encodes it efficiently into a compact code.
LDN uses directional information that is more stable against
noise than intensity, to code the different patterns from the
face’s textures. Additionally, we analyzed the use of two
different compass masks (a derivative-Gaussian and Kirsch)
to extract this directional information, and their performance
on different applications. In general, LDN, implicitly, uses the
sign information of the directional numbers which allows it to
distinguish similar texture’s structures with different intensity
transitions—e.g., from dark to bright and vice versa.

We found that the derivative-Gaussian mask is more stable
against noise and illumination variation in the face recognition
problem, which makes LDN® a reliable and stable coding
scheme for person identification. Furthermore, we found that
the use of Kirsch mask makes the code suitable for expression
recognition, as the LDN¥ code is more robust to detect
structural expression features than features for identification.
Moreover, we proposed a face descriptor that combines the
information from several neighborhoods at different sizes to
encode micro patterns at those levels. Consequently, LDN
recovers more information, and uses it to increase its discrim-
inating power. Furthermore, we found that the combination
of different sizes (small, medium and large) gives better
recognition rates for certain conditions. For example, the
combination of 5 x 5,7 x 7,and 9 x 9 neighborhoods, in the
LDN€ code, yields better results for expression and time lapse
variation, in general. And for noise intense environments large
neighborhood’s sizes perform better than other combinations,
and that in such environments the Kirsch mask performs as
well as the derivative-Gaussian mask.

Also, we evaluated LDN under expression, time lapse and
illumination variations, and found that it is reliable and robust
throughout all these conditions, unlike other methods. For ex-
ample, Gradientfaces had excellent results under illumination
variation but failed with expression and time lapse variation.
Also, LBP and LD;P recognition rate deteriorates faster than
LDN in presence of noise and illumination changes.
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