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Background Modeling Through Statistical
Edge-Segment Distributions
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Abstract—Background modeling is challenging due to back-
ground dynamism. Most background modeling methods fail in
the presence of intensity changes, because the model cannot
handle sudden changes. A solution to this problem is to use
intensity-robust features. Despite the changes of an edge’s shape
and position among frames, edges are less sensitive than a
pixel’s intensity to illumination changes. Furthermore, back-
ground models in the presence of moving objects produce ghosts
in the detected output, because high quality models require ideal
backgrounds. In this paper, we propose a robust statistical edge-
segment-based method for background modeling of non-ideal
sequences. The proposed method learns the structure of the scene
using the edges’ behaviors through the use of kernel-density
distributions. Moreover, it uses segment features to overcome
the shape and position variations of the edges. Hence, the use of
segments gives us local information of the scene, and that helps
us to predict the objects and background precisely. Furthermore,
we accumulate segments to build edge distributions, which allow
us to perform unconstrained training and to overcome the
ghost effect. In addition, the proposed method uses adaptive
thresholding (in the segments) to detect the moving objects.
Therefore, this approach increases the accuracy over previous
methods, which use fixed thresholds.

Index Terms—Background modeling, edge-segments, motion
detection, object detection.

I. INTRODUCTION

N MOVING object detection methods which use a fixed

camera, moving objects are detected by subtracting the
background from the current image. The background model
used in this process plays a critical role in determining the
performance of the detection. For robust foreground detection,
the background model should absorb the shape and illumi-
nation variation of the background, overcoming the presence
of moving objects and noise. Many background modeling
schemes have been proposed for a variety of moving object
detection methods [1]-[5]. We classify the background mod-
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eling methods according to the feature used for moving object
detection: pixel-based and edge-based methods.

The pixel-based methods represent the background with
spectral features at each pixel, using one of several tech-
niques [6]-[12] to create a model of each pixel. This approach
can produce moving objects in the background model (back-
ground ghosts) that compromise the detection capabilities,
because the background ghosts can cause false detected fore-
ground. Although statistical techniques (e.g., Gaussians [12],
mixture of Gaussians [10], and non-parametric models [6])
have been used to overcome the ghost effect, these meth-
ods are susceptible to sudden illumination variations. Thus,
traditional pixel-based methods present two problems: multi-
modal distributions in dynamic environments, and sensitivity
to illumination changes and noise.

On the other hand, edge-based—an edge is a feature that
is less sensitive to intensity—one limitation of the pixel-based
methods. But edges do transform and have position changes.
Nevertheless, the use of edges allows this approach to use
more robust and expressive models, because they work with
fewer pixels than in pixel-based methods. We divide the edge-
based methods according to their edge handling scheme: edge-
pixel-based methods and edge-segment-based methods.

Several edge-pixel-based methods have been proposed
[13]-[22]. Kim and Hwang [18] detected moving objects
with an edge difference method using three-edge maps. Using
edge-pixel-based frame difference, the authors computed the
current moving edges and temporary moving edges; then
true moving edges were extracted through an OR operation
between them. Dailey et al. [14] computed two-edge maps
from the edge difference image of three consecutive frames,
pairwise. The moving edges were extracted through an AND
operation between them. However, these two methods do not
use a background model, limiting their detection capabilities.
The lack of a background model does not allow them to
detect slow moving objects. Furthermore, the absence of a
model makes the methods sensitive to variations in shape
of the moving objects and noise, and this spreads detection
errors through subsequent frames. Also, representing and
computing the edges in a pixel-based manner creates problems,
e.g., scatter edges and false positives. Treating each edge’s
points individually neglects the contribution of its shape (i.e.,
orientation information and changes in that orientation) and
neighborhood information.

A better solution for these problems are edge-segment-based
methods, which treat each edge as a segment by considering
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all pixels as a whole, rather than individually. Jain et al. [23]
proposed a method that models the background based on a
sub-pixel edge map, representing the position and orientation
of the edge using a mixture of Gaussians. The objects are
extracted when no match is found with the background model.
However, Jain et al.’s method requires adjusting the number of
Gaussians manually to avoid the incorporation of ghosts in the
background model that are caused by moving objects. Hossain
et al. [24] made use of an edge-segment-based approach and
flexible matching to detect moving objects. A set of lists of
edges holds the changes in the scene, and the object is detected
from the elimination of edges on these lists. The edges are
matched using a fixed threshold, treating all the search regions
of the edges in the same way. Then, a watershed-based iterative
algorithm is employed to segment the moving object region
from the extracted moving edges. Nevertheless, this approach
requires motion-free frames to create the background model.
In fact, most of these methods apply unrealistic assumptions
to model the background with motion-free sequences. Thus,
they neglect the scene behavior.

Background modeling in edge-based methods has not been
explored as much as pixel-based methods [25], leaving all
the methods to use motion-free backgrounds and work with
unreal assumptions. Most edge-based background modeling
methods assume that a sequence free of moving objects is
available to create the model. This assumption is not true in
real scenarios, in which it is usually impossible to have a clear
background, e.g., a parking lot, a crowded street, or freeways.
Therefore, a method that can build a background model in the
presence of moving objects is needed. Moreover, the current
methods do not overcome the ghost effect caused by moving
objects. In addition, the methods are sensitive to edges’ shape
and position changes. Despite the reality that edges present
different changes and should be treated individually, existing
edge-based methods use a fixed matching scheme to verify the
edges.

In this paper, we present a novel statistical background
modeling method based on edge-segments that overcomes
illumination variation, moving objects, ghost effects, and edge
problems. Hence, the proposed method models the structure in
the scene by learning the edges’ behavior, which is encoded in
the background model as statistical distributions. In addition,
we exploit the temporal information of the edges by analyzing
the occurrence of the moving edges, and incorporating this into
the model.

We propose a three-layer background model. It comprises
the statistical map, the temporary edge-segment list, and
the detected edge-segment list. Hence, the statistical map
is a stable representation of the background learned, while
the temporary list is a recent and changing version of the
background. Moreover, the detected list represents the re-
cent detected edge-segments that have appeared in the same
position in consecutive frames, and that are candidates for
becoming temporary edge-segments. In a nutshell, first, we
create the frame statistical model, using a kernel-density
distribution from the edge-segments. Then, the frame statistical
distributions are accumulated using temporal information, and
the accumulation is adaptively thresholded, allowing us to use
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non-ideal frames to learn the background. Furthermore, we
detect the foreground by extracting the edge-segments of the
current image to create a current edge-segment list. Then,
we verify that list against the background model for edge-
segments that are considered background; the ones that are not
background will compose the detected edge-segment list. And
the edge-segments from the detected edge-segment list that do
not move after a certain number of frames are moved to the
temporary edge-segment list. The moving edge-segments are
the remaining edge-segments from the current edge-segment
list that were not detected as background. Fig. 1 shows the
overall view of the proposed method. Note that the use of
statistics and adaptive thresholding helps us to overcome the
ghost effect. Moreover, the use of edges makes our method
robust against illumination, and treating edges as segments
overcomes the edge instability problem that previous edge-
based methods did not address.

The remainder of this paper is structured as follows.
Section II describes the edge-based background modeling
process and its challenges. Section III presents our statistical
background modeling process. Experimental results appear in
Section IV, where both quantitative and qualitative analyses
are described. We demonstrate the validity of the method using
several sequences with different types of backgrounds. The
proposed method is compared with other edge-based methods.
We present concluding remarks in Section V.

II. EDGE-BASED BACKGROUND MODELING

Recent research [14], [18], [23], [24], [26] has focused on
the use of edges as consistent features, due to their robustness
against illumination and noise. Furthermore, the use of edges
facilitates the pose detection and object identification problem,
as they provide structural information of the objects. Neverthe-
less, edges have some problems: shape and position changes. If
we consider a scene with moving background, such as waving
trees (Fig. 2), we can appreciate, from the accumulation of
several consecutive frames, the changes in the edges’ position
and shape [see Fig. 2(c)]. Moreover, each edge has different
variations, e.g., in Fig. 2(c) the edges of the buildings exhibit
little variation in comparison to the edges of the trees, and
even edges from similar objects reveal diverse behavior, e.g.,
the tree in the middle manifests more motion than the trees
in the upper corner of the picture. Therefore, a simple pixel-
wise matching approach would fail most of the time, as shown
in Fig. 3. Another problem arises when the moving object
edges are close to the background edges, a case in which the
moving edges are confused with the background. In addition,
recent methods [18], [24], [26] verify all the edges based
on fixed thresholds, and they utilize chamfer matching [27],
which encumbers the task of distinguishing them from each
other.

In contrast, our method copes with these problems well,
thanks to edge-segment representation and the statistical
approach. Consequently, to avoid edge shape and position
changes, we learn the behavior of these edge-segments through
a set of kernel-based statistical distributions. In addition,
a score is assigned to each segment to verify whether it
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Fig. 1.

Proposed method extracts the edges and builds the statistical map; then from the incoming edges (current list) the method updates the background

model (i.e., statistical map, temporary list, and detected list), and extracts the foreground (moving list).

(b)

(a)

Fig. 2. Problems with edges: changes in shape and position. (a) Sample
scene with waving trees. (b) Its edges. (c) We accumulate the edges of 100
frames, and that accumulation reveals the variation of the edges. The building’s
edges have small variations, while the trees’ edges present high variations.

belongs to the background or to the foreground. Note that the
use of segments introduces more information, which makes
the score generation more reliable than the pixel-wise score
approach for edges. And so we apply an adaptive threshold to
each segment, which sets a different threshold automatically
according to each segment’s observed variations. Moreover,
the segment’s variations allow us to determine the position to
split foreground edges that merge with the background. Thus,
we increase the detection accuracy of our method.

Moreover, the initialization of the model is one problem that
is ignored in many edge-based methods [14], [18], [23], [24],
[26]. In a real-world scenario, objects appear and disappear
from the scene constantly; thus, our approach can produce a
background model in the presence of moving objects, without
the restriction of clear backgrounds. This feature makes it
suitable for real-world environments.

Nevertheless, one drawback of the edge-based methods is
the frequent need to extract the foreground region from the
detected edges. However, previous works have explored this
issue. For example, one method uses a watershed algorithm
to extract foreground regions using edges as seeds [24].
Another scheme uses a component connection algorithm, using
the horizontal and vertical regions defined by the edges to
segment the object region [18]. Furthermore, we can cast the
segmentation-from-edges problem as an energy minimization

(a) (b) (c)

Fig. 3. Problems with pixel-wise edge subtraction. (a), (b) Edge maps of
two consecutive frames. (c) Pixel-wise difference of the edge maps in (a) and
(b) reveals that a simple approach is not suitable for background subtraction.

problem and use a graph cut algorithm [28] using the edges
as seeds. Thus, we consider the segmentation problem to be
beyond the scope of this paper.

III. PROPOSED METHOD

Our statistical model attempts to predict the edge’s behavior,
i.e., its shape and position changes, and encode it into a set
of parameters. Therefore, when a new edge comes to the
scene, we test it against the previous observed edge’s behavior,
and determine whether it fits the previous edges or is a new
one. Moreover, we use an adaptive comparison framework
for the edges (i.e., the threshold for the matching score and
the search window, which we infer from the distribution’s
characteristics) that increases the accuracy of the detection.
In addition, the statistical model allows us to suppress the
contribution of the moving objects from the training frames to
generate the background model, leaving only the background
edges contribution in the model. Fig. 4 shows an abstraction
of the proposed method.

In Sections III-A to III-C, we present the background
modeling initial training phase, and in Sections III-D and III-E,
we detail the model update. Finally, we explain the foreground
detection in Section III-F. This flow is similar to that shown
in Fig. 1.
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and accumulate them to build the statistical map. Then, we maintain two levels of background edges, as they present a static nature and they are incorporated

into higher layers of the background model.
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Fig. 5. Different characteristics of the statistical map distributions. (a) Sta-
tistical map of a scene with moving objects in it. (b) Its 3-D representation.
(c) 3-D distributions of the ROI 1 in (a) that show the temporal variation:
moving objects with small frequency, and background with high frequency.
(d) Distributions of the ROI 2 in (a) that show the spatial variation: edges
that move a lot with a wider distribution, and edges that do not move a lot
with a narrow distribution.

A. Edge Segment

We model the edges, extracted by a Canny edge detec-
tor [29], as segments, that is, instead of treating the edges
pixel-wise we treat each of them as a whole. We define an
edge-segment E for a given frame as the set of pixels

={plpeN(@nrqgecE) (1)

where p and ¢ are the (x, y) positions of the edge-pixels, and
N(qg) is the 8-neighborhood of the pixel g. In other words, the
set is defined as those edge-pixel’s positions that are connected
to (are in the neighborhood of) each other and to a seed
edge-pixel, which we follow to construct the edge-segment.
Thus, we scan the binary edge image until we find an edge-
pixel. Then, we recursively follow the connected pixels that
are the edge, add them to the segment, and mark them as
visited—rvisited pixels are skipped and not further considered.
We continue in this way, until there are no more edge or un-

visited pixels. Then, we continue our scan process, searching
for a new edge seed. In addition, we represent this set in
a structure that allows us to traverse all the connected edge
pixels in a fast manner, and we access the set from the ending
points.

A stable (background) edge-segment will appear in nearby
positions in consecutive frames (most of the time it will
oscillate). Although it may have changes in its shape, over
time it will define an area of movement. Thus, we model
such behavior by constructing a statistical distribution of its
frequency over the defined area (see Section III-B). Hence,
to identify the same edge-segment through different frames,
we use the distribution’s area to differentiate among segments.
Therefore, the segments that (in their majority) lie in the same
area are considered to be part of the same edge. From now on,
when discussing our method, we will use the terms segment
and edge-segment interchangeably.

B. Statistical Modeling

To estimate the edges’ behavior, first we extract the set of
edge-segments, [E!, from each frame 7. Then, we create the
statistical map SM that is the set of all the distributions, from
a set of frames, by using

De =) K() @
ecE!
1 <
SM(E) = > D )

where E' is an edge-segment from the set of segments [E
at frame 7, Dg is the distribution of the segment E’, e is
a component of the segment E’, K(-) is a kernel function
estimator, and the number of frames N ranges from the initial
frame 7o to the final frame . In our experiments, we use 200
frames to build the model (N = t; —#y = 200). Note that E is
a general segment for all the (temporal) segments that lie in
the same region.

Consequently, we create a weighted distribution in each
edge-segment by placing a kernel function estimator K(-) over
each edge-pixel. If we observe the edges for a long enough
period of time, its true behavior will appear. However, due
to the small number of frames used for training, we use a
Gaussian kernel, chosen to model the statistical behavior of
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Fig. 6. Background creation process. (a) Sample frame from a scene. (b) Its statistical map with background ghosts. (c) Adaptively thresholded statistical
map from (b), without background ghosts. (d) Extracted background edges from (c).

the edges. Moreover, it helps compensate for the small amount
of data, since the edges are sparse and change so much. Thus,
the kernel is given by

where h is the width of the kernel, and p is a pixel in the
neighborhood A(e) of the pixel e. When the edges present
no variation, the kernel will provide variation equal to its
width. Consequently, we set the neighborhood size equal to
the width of the kernel. Moreover, we approximate the kernel
with a convolution mask to increase the performance. In our
experiments, we noted that the use of a larger kernel width
produced wider distributions, which tended to incorporate the
moving objects into the background. However, the choice of
whether to choose a wide or narrow kernel depends on the
amount of data (number of frames N) and the dynamism of
the background (i.e., the scene to be modeled). In general, we
found that the use of 3 x 3 and 5 x 5 sizes produced good
results—in our experiments, we used a kernel of 3 x 3.

_(p—ep

k)= 282

1
T > exp 4)
p

eN(e)

C. Adaptive Threshold

The accumulation of edges among frames reveals the tem-
poral (frequency) and spatial variation (motion) of the edges.
Thanks to this knowledge, we can remove ghosts (temporal
variation) and perform an adaptive threshold over the segments
(spatial variation).

1) Frequency Threshold: As Fig. 5 shows, the incorpora-
tion of temporal information creates ghosts in the background
model. But, the background and the foreground each have a
distinctive frequency. For instance, the moving objects (which
create edges that appear in different positions) create small
peaks in the distribution, while the background edges have
high values in the distribution (because they appear repeatedly
in the same position), as shown in Fig. 5(c).

Therefore, we overcome the ghost problem by removing
the distributions based on the segment’s frequency (i.e., its
number of appearances in a set of frames). Let Dg € SM be
the distribution for the edge E. Then, we update the SM by
removing the distributions such that

SM = SM — {Dy | avg(Dg) < T} )

where avg(-) is the average operation over the distribution
values, and Ty is the frequency threshold that differentiates

background from foreground distributions. Thus, the updated
statistical map, SM, contains only those distributions with
an average frequency greater than a certain threshold. To set
the threshold for the distributions of the moving objects [as
Fig. 6(b) shows], we assume that the moving objects will have
a minimum average speed v, in pixels per frame. Moreover, we
know that the inverse of the speed, 1/v, gives us the number of
frames an object stays in the same place. Hence, we propose
a threshold
1
Ty = max [K(-)] > (6)
where max [K(-)] is the maximum spatial value from the
kernel function [i.e., the maximum value produced by (4)],
and v is the minimum average speed of the moving objects.
For our experiments, we assume that the objects will present
a minimum average speed of v = k,/N, where N is the
number of frames used for learning, and k, = 2. That is,
an object will not be stopped in the same place in more
than half of the total frames used for learning the model.
Fig. 6(a) shows a sample frame of a sequence with moving
people in it, and Fig. 6(b) shows the statistical map of that
sequence, which presents ghosts of the moving people as other
statistical approaches do. However, Fig. 6(c) shows how our
proposed threshold removed the ghosts from the accumulated
map, while preserving the background.

2) Motion Threshold: Fig. 5(d) illustrates the spatial vari-
ation for which edges with a lot of movement create wide
spread distributions, while edges with little movement create
sharp distributions. For example, edges with high movement
can come from bushes or trees, while static edges come from
buildings or roads. Therefore, the creation of ad hoc distribu-
tions for each edge allows us to define accurate search regions
for the edge-matching process and an adaptive threshold for
each edge, according to its characteristics, which improves the
accuracy of our method.

In the matching process, we use the statistical map to
compute the probability of an incoming segment being back-
ground. Hence, we need to adaptively set the comparison pa-
rameters for each segment. Moreover, when a moving object’s
segment merges with the background, we use the area of the
distribution to split the moving segments (see Section III-F
for more details). Therefore, we extract from each distribution
the mean and the standard deviation to use them in this
process.



1380

We extract the peak (maximum spatio-temporal values) of
each distribution in the statistical map; these peaks are the
stable edges of the background [as Fig. 6(d) shows], obtained
by

Dr*={e|le€Dgrec rjr\l/?g(e)} @)

where D™ is the set of the maximum components, e, of
the distribution, and maxys)(e) is the set of maximum val-
ues defined in the neighborhood of e, N(e). Then for each
distribution in the statistical map, we compute its parameters:
the mean, fig, and the variance, aff. Consequently, we calcu-
late the mean of each segment’s distribution, fig, using the
maximum values of the distribution, as

Z e ®)

where M is the number of elements of DF*, and e are the
values of the peaks of the distribution. Then, for each frame,
the sample mean of the incoming segment for that distribution,
u', is calculated by averaging the values indicated by that seg-
ment in the corresponding distribution. These sample means,
wh, are used with the distribution mean, fig, to calculate the
variance, 0125, over N frames using

1 N
of =5 Dy — ey, ©)

t=1

D. Statistical Map Update

Once the distributions are created, we update them by
incorporating the detected segments, E*!, information using

IDIEH] = aDEr + (1 — d)DEHl (10)

where D, is the final distribution for the segment E"! D
is the distribution for a segment defined in (2), and « is the
mixture constant. Moreover, the new distribution D’ replaces
the old distribution in the statistical map. In our experiments,
we set « = 1/(N — 1) to incorporate the same weight to each
segment in the distribution since its inception. Furthermore, we
add distributions based on the learned edges (see Section III-E

for more details).

E. Edge-Segment Lists: Temporary and Detected

The dynamic background tends to change constantly. There-
fore, we need the background model to adapt after it is
learned. To avoid rebuilding the entire background each time
something in it changes, we incorporate two edge-segment
lists. Hence, our background model comprises the statistical
map, SM, that models the long term characteristics of the
background, the temporary list, £,, that models the recently
changing background, and the detected list, £, that models the
just-detected moving segments. The objective for the detected
list is to act as a layer that learns the moving segments that
are becoming background. When these segments have been
detected in the same position for several frames, we consider
them candidates for background, and we move them to the
temporary list. Thus, the temporary list acts as another learning
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step, which avoids the incorporation of garbage information
(flickering and moving edges) to the model.

Furthermore, we maintain a record of the frequency of each
segment, Ey, in its structure. We update the frequency of
the segments at each frame. If the segment is considered
background (i.e., the segment matches the other edges in
the corresponding list), its frequency increases; otherwise, it
decreases. That is, the segment frequency, E, is updated by

Ef+1,
Er=\Eg, -1
=1,

if matched (11

otherwise.

Moreover, when the frequency E is below or equal to zero,
we drop the segment from its corresponding list, i.e., we forget
the segment. Consequently, we update the lists through

Lyi=L:—{E|E; =<0} 12)

where L, represents a list such that x € {t, d}. Furthermore,
given that these segments are still only candidates to become
background, they are not consistent with the background
behavior. Also, in case they become foreground again, we need
to maintain them only for a certain period of time, before we
forget them. To achieve this behavior, we set an upper bound
to the frequency accumulation.

For the detected list, the upper bound, 7,, determines
when the detected segment becomes a temporary segment.
Therefore, when the frequency of a segment reaches the upper
bound, 7;, we move the segment to the temporary list. And in
case of the temporary list, the upper bound, 7}, determines
when the temporary segment becomes background. Hence,
when the frequency of a segment reaches the upper bound,
T,, we compute the average distribution of the segment and
incorporate it to the statistical map. We create the distribution
for the new background segment using (2), and then we add it
to the statistical map. Consequently, we update the model by

Ly=Ly—{E|E€LyNE > T} (13)
L,=L,U{E|E€LyNE > T} (14)
—{E|Ee€ L, NE;> T},

SM'=SMU{Dg | E€ L, AE; > Ty} (15)

where the updated background model is {£}, £;, SM'}. In
other words, the learning threshold, 7;, represents the number
of frames that a moving segment should appear in, before
considering it background. And the background threshold, 7,
represents the number of frames that an edge should continue
appearing as background before we incorporate it into the
statistical map—in our experiments we set 7; = N/10 and
T, = N/2. Having the two additional levels in the background
model makes the background representation more robust
against flickering edges, as well as for moving objects that
could stop for short periods of time.

F. Foreground Detection

To separate the foreground from the background, we use
statistical and flexible matching on our three-layer background
model. In our first layer, the statistical map allows us to
incorporate the natural variations of edges (through adaptive
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thresholding) into the detection, which increases the accuracy
of our method. We also use that statistical map to split the fore-
ground edges when they merge with the background. Conse-
quently, we split the edge based on the corresponding segment
distribution. If a large part of the edge lies outside of the region
defined by the corresponding segment distribution, we will
split it into new edges using the intersection of the edge and
the perimeter of the distribution as cutting points. The second
layer comprises the segments of the temporary list, which
holds the edges that are considered background due to their
lack of movement in the sequence. This list is also updated to
maintain the current background state. Finally, the third layer,
comprised by the detected list, which acts as a learning list,
maintains the moving edges detected over several frames.

In order to detect the foreground, we extract the current
segments from the current frame (current list). Consequently,
the background is eliminated by matching the current segments
against the background model. First, the current segments are
verified against the statistical map. The background segments
are separated from the current frame segments by computing
the statistical distance, SD, of each extracted segment, E,
through

1 E
SD(E) = > D) (16)

ecE

where the segment E has k pixels e, and DE(e) is the value in
the statistical map, SM, for the corresponding distribution of
the edge, E, at the pixel, e’s, location. If the statistical distance,
SD, is close to the mean of the corresponding distribution,
g —og < SD(E) < [ig + og, then it is considered a
background segment; otherwise, the segment, E, is tested in
the next steps.

Then, the remaining edges are matched against the tempo-
rary and detected lists. To compute the degree of matching of
the segments we create a chamfer 3/4 distance map [27] (CD)
for each list. The segment distance in the distance map of each
list is evaluated by normalized root mean square (RMS)

RMS(E) = % %ZCD(e)Z (17)

ecE

where k is the length of segment E, and CD(e) is the value
at e’s pixel position in the distance map. If the distance is
within a threshold, the edge is matched to an edge from the
list (we use a threshold of 2.5, i.e., the segment is on average
two and a half pixels away from the original segment). First,
we test the segments against the temporary list; if a match
occurs the segment is considered background. Otherwise, it is
tested against the detected list; if we match them with some
edge in this list they are marked as background; otherwise,
they are foreground. Note that the edges of these lists are
potential background segments, and they do not have the
complex movement that is encoded in the statistical map, as
they appear for only a few consecutive frames. Therefore, a
simple verification process is enough.

Previous works [24] matched different edges using a fixed
threshold. However, this matching scheme does not consider
the variation in the edges, which leads to inaccurate results.
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Fig. 7. Difference when using (a) statistical map and (b) chamfer distance
map. (c), (d) Statistical and chamfer distance values from (a) and (b), with
two superimposed edges (a variation or the true edge in orange, and a moving
edge in red). Our adaptive threshold produces accurate matching, while the
fixed threshold misses the edges.

The common score for fixed-threshold methods is the chamfer
distance map. However, fixed-threshold methods have several
limitations in distinguishing edges with different variations.
For instance, let us consider a variation (in orange) of the
original edge (in gray) shown in Fig. 7, and let us compare
the matching scheme using a fixed-threshold (chamfer distance
map) and a variable threshold (statistical map). In the chamfer
distance map [Fig. 7(d)], its score is 1.37—through (17)—
which is small enough, so we consider the variation to be
the original edge. Meanwhile, the statistical map [Fig. 7(c)]
gives it a score of 62.5—through (16). And given the true edge
distribution parameters of 113460, we can consider the orange
edge to be the same original edge, too. However, if we consider
a moving edge (in red) close to the original one, the chamfer
map gives it a score of 2.59, so if using a fixed threshold
it can easily be mistaken as being the same edge, while the
statistical map gives it a score of 20.8, indicating it is not the
same edge. This comparison shows that using the statistical
map has advantages over fixed threshold methods, achieved
by using adaptive thresholds that consider the edge’s behavior.
In contrast, the fixed threshold methods assume one type of
edge variation over the entire image to set the thresholds, and
this assumption reduces the accuracy of the method. Thus,
the proposed method that mines the observed edges’ behaviors
and sets the thresholds accordingly, is able to produce superior
accuracy.

IV. RESULTS AND ANALYSIS

We evaluated the proposed method on video sequences from
performance evaluation of tracking and surveillance (PETS).
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Specifically, we used the PETS 2001 [30] and PETS 2009 [31]
data sets. The test sequences from the PETS 2001 data set
were captured at a campus parking lot by two cameras from
different viewpoints. Meanwhile, the PETS 2009 data were
captured at campus intersections from eight viewpoints. All the
images in these two data sets present dynamic background and
moving objects, as well as illumination changes. The first one
presents moving objects with various sizes and speeds. The
other presents crowds with people moving at various speeds.
The PETS 2009 data set has more challenging sequences
for modeling backgrounds because it lacks ideal frames [32].
We performed a two-fold evaluation: 1) a background-model
robustness evaluation to test the modeling capabilities of the
proposed method in the presence of moving objects, and 2)
a detection evaluation to test the accuracy of the proposed
method.

We compared our results with those obtained using other
edge-based methods in order to provide a framework for
meaningfully evaluating the propsed method’s robustness and
performance. We test all these methods using the PETS 2001
Data Set 3 (DS3) and Data Set 4 (DS4), and using the
PETS 2009 Views 1, 5, and 6. We built the ground truth edges
of these sequences by hand, using a previous ground truth [33]
as a reference.

A. Evaluation

To evaluate the detected edges (either in the background
model, in which detected edges stand for background model
edges, or foreground detection, in which it stands for moving
edges), we classify them into four categories: true positives
(TP) are edges that were correctly detected, false positives (FP)
are edges that were wrongly detected, true negatives (TN) are
the image background pixels that were correctly detected as
background, and false negatives (FN) are background pixels
that were detected as edges. From these values we calculate
precision, recall, true positive rate (TPR), and false positive
rate (FPR), defined by

TP
Recall = —— (18)
TP + FN
. TP
Precision = —— (19)
TP + FP
TP
TPR = ———— (20
TP + FN
FP
FPR = ——. 21)
FP + TN

Precision is a measure of the percentage of moving edges that
are truly moving. Recall is a measure of the percentage of
moving edges detected. FPR is the percentage of background
that is misclassified as moving edges, and TPR is the same
as recall. Using TPR and FPR we create the ROC curve that
shows the variation of the correctly classified detected edges
with respect to the incorrectly classified background. Using
precision and recall we create the PR curve that shows the
variation of the correctly detected edges with respect to the
detected edges. We present the comparative results of the
methods using both ROC and PR curves.
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Fig. 8. Average F; measure of the proposed method while varying

(a) number of frames (N) for training the background model, and (b) constant
of the velocity of the object (1/k,) for the frequency threshold (7).

B. Parameters Analysis

In this section, we present an analysis of the impact of the
parameters of our proposed method; we test the parameters
with the PETS 2001 database, DS4 sequence. The three main
thresholds we use are: 1) number of frames for learning; 2)
accumulation threshold, T¢; and 3) the thresholds of the lists:
the temporal, T;, and background, T, thresholds.

First, we need to establish the minimum number of frames
used for training, as the amount of frames produces subtle
changes in the general accuracy of the method. As shown in
Fig. 8(a), the F| measure, given by

F 2 % Precision x Recall
1 =

. (22)
Precision + Recall

of the method increases with the number of frames used to
learn the background model. As expected, a higher number of
frames produce a more stable background model. However,
this rate of increase slows down after 200 frames. Although
the accuracy increases for a larger amount of frames, the
increment is not significant in comparison to the accuracy at
200 frames. Hence, in our experiments we used the smallest
number of frames that yields a reasonable result: 200 frames.

Then, we analyzed the frequency threshold that determines
which distributions are eliminated from the statistical map.
Thus, when this threshold is too small we may leave spurious
distributions in the background model, and when it is too high
we may eliminate background distributions. Consequently,
we need to find a balance between removing the moving
distributions and maintaining the background ones. Note that
(6) depends on the velocity of the moving objects, the number
of frames, and the maximum value of the kernel. However,
for a given training sequence, the number of frames and the
maximum value of the kernel are constants, and we may re-
write that equation as a function of the velocity alone. Thereby,
we plot the F; measure of our proposed method while varying
the constant k, in the velocity. Given that increments in the
velocity will increase the threshold 7, higher values will re-
move all the moving distributions, which eventually will boost
the accuracy of the method. However, at the same time, when
the threshold increases, we eliminate background distributions
as well. Therefore, the overall F; measure decreases as we
detect background edges as foreground, in addition to the miss-
detected edges. Thus, we need to find the threshold value that
maximizes the measure. As seen in Fig. 8(b), the best average
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Fig. 9. Evaluation of the background model, using seven experiments on the
PETS 2009 data set. (a) ROC of the background model. (b) Precision-recall
curve of the background model.

results are obtained when k, = 2, as we remove most of
the moving objects while maintaining the background. These
results also support our assumption of having moving objects
that will stop for at least half of the training sequence.
Finally, the thresholds of the list depend on the target
application, since they represent learning rates for their re-
spective lists. For example, if we are modeling a street with
pedestrians that walk slowly and that stop for long periods of
time before moving, we may want to use high values in these
thresholds to slow down the incorporation of these moving
objects (pedestrians) into the model. On the other hand, if we
are modeling a highway with cars moving on it, we may want
to use a faster learning rate, since the overall speed of the
scene is higher. Although the two thresholds act in the same
way, they indicate different stages in the learning process.
The temporary threshold, 7;, indicates when to incorporate
the dynamic changes in the scene into the background model.
For example, edges from a moving car that has just stopped in
a parking lot should be considered as temporary background
edges after 7; frames. However, the system is sensitive to
the selection of 7; threshold. Higher values of 7, cause the
method to take longer to remove temporary background edges
from the scene, whereas very low values of 7, do so much
faster and may even eliminate edges from slowly moving
objects. Our selection for that threshold 7, = N/10 means
that edges from a moving object have to stay motionless for
20 frames to become temporary background. On the other
hand, the background threshold, 7}, is the minimum number
of frames for an edge-segment to appear in the same spatial
position during the period N to be considered background.
Consequently, edges that exceed this threshold are considered
true background edges, and thus will update the statistical
background map. Functionally, the background threshold, 7,
is similar to the frequency threshold, T, used for detecting
true background edges from the training frames. Thus, we can
assign a value within the range N/1.5 > T, > N/2.5 [note that
Fig. 8(b) shows the inverse of the velocity constant, and by
computing Ty we can determine this range] that will not have
any sensitivity for updating the statistical background map.

C. Background Model Evaluation

To evaluate the robustness of our background model, we
perform seven experiments using the PETS 2009 (S2-L1 Time
12-34) data set, because it is challenging due to its lack
of ideal backgrounds. In addition, we create a background
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Fig. 10. First and second rows are the sequences Views 3 and 8 of the
PETS 2009 data set. (a) Frame sample from the sequence. (b) Statistical map
of (a). (c) Threshold statistical map of (b). (d) Background edge map of (a).

ground truth for seven sequences in the PETS 2009, using the
SO sequence (ideal background), to measure the accuracy of
the generated model. Moreover, we divide each sequence into
seven parts to build a model for each one. The experimental
sequences have three challenging characteristics: 1) people
walking around who stop and start moving again; 2) standing
people; and 3) trees. Moving people and trees have the chal-
lenge that they may be incorporated into the background model
due to their slow movement, which in the detection produces
ghosts. In addition, trees and foliage are difficult to model
as background because they move randomly. Furthermore,
a difficult task in background model creation occurs when
the objects stop for a long period, and then start moving
again, because they may be considered background rather than
moving objects. Our algorithm is robust enough to overcome
these problems, because it creates an accurate model by using
edge statistics, the adaptive threshold mechanism, and several
learning layers.

To evaluate the background model generation performance
we create an ROC curve for the seven experiments. Fig. 9(a)
shows the performance: all curves present an average area
under the curve (AUC) of at least 91%. Moreover, views 3, 7,
and 8 have AUCs of 91%, 93% and 92%. These results
demonstrate the robustness of our method for dynamic
backgrounds. The precision-and-recall curve in Fig. 9(b) also
depicts the robustness of the method. Fig. 10 shows two
sample sequences from the experiments, in which the back-
ground model produces stable background edges and avoids
the ghost effect. For example, in the threshold accumulated
map [Fig. 9(c)] no ghosts are present in the background model.
Therefore, our method provides better performance than other
modeling techniques that are not able to avoid ghost effects:
our method avoids ghosts and extracts stable background edges
[Fig. 10(d)].

D. Detection Evaluation

We evaluated the detection capabilities of our method
against four other methods: those by Dailey er al. [14], Kim
and Hwang [18], Hossain et al. [24], and Jain er al. [23].
We tested the algorithms using the PETS 2001 data set, Data
Set 3 (Testing—Camera 1) and Data Set 4 (Training—Camera 1),
and using the PETS 2009 data set, Views 1, 5 and 6. We
chose these sequences for their challenging environments. All
sequences present illumination changes and dynamic back-
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Fig. 11. Results from the methods evaluated. Each row represents one method. From the PETS 2001, (a) frame 1371 from sequence DS3, and (b) frame

1086 from sequence DS4. From the PETS 2009, (c) frame 401 from sequence View 1, (d) frame 268 from sequence View 5, and (e) frame 462 from sequence

View 6.

grounds. For example, in some sequences people are walking
around in the scene, and then stand in place several frames
before restarting their movement. Data Set 3 (DS3) has clouds
that move slowly in the scene and can be detected by mistake
and creating illumination changes in the scene. Data Set 4
(DS4) has cars and people together in the scene. Moreover, the
sequences from PETS 2009 have people moving in complex
ways in the scene, as well as a dynamic background, which
make these sequences very challenging.

In DS3, as illustrated in Fig. 11(a), the clouds present a
challenge partially due to their slow motion and changes in

shape. Jain et al.’s and Hossain et al.’s methods gave a false
positive on the clouds edges, while the proposed algorithm
overcame this problem due to its statistical background model
and update and verification mechanisms. This sequence is
difficult also because changes in the clouds produce changes
in the illumination. Dailey et al.’s, Jain et al.’s, and Kim and
Hwang’s methods produced noisy edges because they miss-
classified edges due to intensity and edge shape changes.
The proposed method can overcome this problem because:
1) it incorporates the edge movement during background
modeling by learning edge behavior, and 2) it performs ad
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Fig. 12. Evaluation of the detection algorithms using PETS 2001 data set. (Left column) ROC and (right column) Precision—recall curves for the algorithms

in (a), (b) DS3, and (c), (d) DS4.

hoc verification for each edge. Fig. 11(b) presents the intense
illumination changes caused by the sun, visible in the car
and building windows. All the other methods have problems
dealing with the reflections in the windows, note that the same
type of behavior occurs for other reflective surfaces, but our
method is robust in these conditions too. When the reflection
edges appear, our method builds distributions around them,
and then detects them in posterior frames, even if they present
shape and position changes.

Over the entire detection, we can appreciate how Dailey
et al’s and Kim and Hwang’s methods produce scatter edges
and spurious pixels as output, because they are edge-pixel-
based methods. In contrast, Jain et al.’s, Hossain et al.’s,
and the proposed methods produce solid edges that are better
able to segment the moving objects. Nevertheless, due to
their weak background model, they are not able to suppress
all the false positives from the output. In addition, in the
PETS 2009 sequences [Fig. 11(c)—(e)], the proposed method
outperforms the other methods in modeling the dynamic
background and segmenting the people walking around in
the scene. Note that the background model absorbs small
edges from the foreground, as those small edges are confused
with background. However, the structural edges are maintained
through the detection.

Moreover, we did a quantitative evaluation of the five
methods, measuring the distance of the detected-edges to the
ground-truth-edges. Fig. 12(a) shows that the proposed method
has 95% AUC in the DS3. In addition, the proposed method is
9%, 7%, 4%, and 14% better than Dailey et al.’s, Jain et al.’s,
Hossain et al.’s, and Kim and Hwang’s methods, respectively.
Furthermore, Fig. 12(b) shows the precision-and-recall curves
of the five methods, which indicate the relationships among
detected edges and expected edges. These curves show that

the proposed method outperforms the comparison methods
by 80% on average. Fig. 12(c) and (d) shows the ROC and
precision-and-recall curves of the methods tested using DS4.
With this sequence, all methods performed better, with an
average ROC AUC of 96%. The proposed method outperforms
them by an average of 3%. Nevertheless, in the precision-and-
recall curve, we noticed that the older methods left a lot room
for improvement. Here, the proposed method shows an average
improvement of 60% over the other methods. Although when
we release the constraints in the detection phase in order
to detect more foreground, several noise edges are detected
too, which decreases the precision of our method. However,
this effect happens only when we try to detect all the small
edges that are inside the foreground. Also, we tested all the
methods with the PETS 2009 data set, and our proposed
method outperformed the other methods, as shown by the
ROC curves in Fig. 13(a), (c), and (e). In these ROC curves,
the AUC of the proposed method is 97.54% on average,
which outperforms the second best by 5.79%. Despite the high
AUC in the ROC curves, the methods have low precision—
recall curves, as shown in Fig. 13(b), (d), and (f). However,
the proposed method outperforms the other methods, and on
average, it produces better precision, with 4% more AUC than
the second best.

In general, the methods we tested against were not built
to work under such challenging conditions, e.g., illumina-
tion changes and dynamic backgrounds, so they show poor
performance. They need stronger background models and
detection algorithms to overcome the changing edges in dy-
namic environments. Our method is designed to overcome
these challenges by using statistics and temporal information
to model the environment, edges accumulation for learning,
threshold and normalization processes to remove ghost effects,
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and an independent verification process for each edge to
determine whether it is background or a moving object.

V. CONCLUSION

We presented a statistical edge-segment-based method to
model the background and detect moving objects in dynamic
environments. Our method modeled the background in the
presence of moving objects without causing the ghost effects
by using the accumulation of edges as segments, along with
adaptive threshold operations. Previous methods were not able
to perform as well in such challenging environments. The
proposed method built statistical distributions for each edge-
segment and used each edge’s unique information, which
resulted in a robust adaptive verification process.

Moreover, thanks to these features, we overcome the most
common edge problems of shape and position changes. Fur-
thermore, these mechanisms can be incorporated into other
edge-based methods to extend their functionality and make
them robust in dynamic environments. The proposed statistical
map can be used to split foreground edges that merge with the
background, increasing the detection accuracy. In addition, we
explored the edge domain, which has not been researched as
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much as the pixel domain, for object detection. We found
promising results that can be used in several applications,
including surveillance in dynamic backgrounds, content-based
video encoding, and pose recognition.
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