UNICAMP

Graph Learning Network
A Structure Learning Algorithm

Darwin Saire Pilco and Adin Ramirez Rivera

4 adin@ic.unicamp.br @ ic.unicamp.br/~adin W @adn_twitts
& gitlab.com/mipl/graph-learning-network/

June 2019

Institute of Computing
University of Campinas


https://gitlab.com/mipl/graph-learning-network/

Existing Graph Neural Networks

& Do not support extreme variations over the graph

%" Fixed graph’s structure (over the network)



We overcome these issues by ...

s Iteratively predict features and adjacency

&~ Repeat (until diminishing returns, five times according to
our experiments)



Proposal: GLN
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We can predict surfaces

Elliptic hyperboloid Elliptic paraboloid

@ Not predicted edges (FN), extra predicted edges (FP), and correctly predicted ones.



...and communities

@ Not predicted edges (FN), extra predicted edges (FP), and correctly predicted ones.



...and segment (simple) images

O Not predicted edges (FN), ,and correctly predicted ones.



Lets talk for more info

& Code available:
gitlab.com/mipl/graph-learning-network/
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