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« Methodology

82 We create views from unlabeled images using random transformations such as flip, color distortions, and
cropping.

PP Each view is forwarded through a student encoder f; and a teacher encoder f;.

L Encoders are composed of a feature extractor, e.g., a CNN, and a MLP projection head.

"B For each view, we obtain a tensor of projected local feature maps F taken from the last layers of the CNN
encoder (before average pooling).

& Obtaining self-supervised dense targets

Obj. detection and segmentation on COCO (R50-FPN)

Method  ep AP AP APSE AP™P AP APHY

o [ and I” are lists of 2D points in the pixel space for each view

Supervised 100 38.9 59.6 42.7 354 56.5 38.1
° . 1 . . 2
For each point I, we look for pixel correspondences in I to create M Rand init — 328 51 353 285 468 304
o M cjils.l’;he set cl)lf pilirs (I}; }{]2) iuci}; ’;1:1at the euclidean distance between points I} SenseCL 200 394 500 127 356 567 382
AN T 15 SIMATEE T & THESHOIE Tpos ReSim 200 39.3 59.7 431 357 567 38.1
M= {( 1L, 1].2) g ( 1L, 1].2) < Tpos}, (1) PixPro 400 39.8 59.5 43.7 36.1 565 389
o . . . SetSim 200 40.2 60.7 439 364 57.7 39
. We map points in M from the pixel space to the feature. space, to obtain a pair of VICRegl 300 37.3 57.6 40.7 341 547 365
indices representing matching features from the two views.
CLoVE 200 40.8 60.5 45.0 36.8 57.6 39.8
400 41.2 61.1 45 37.1 581 40.1
Q Learning long-range dependencies
Instance segmentation on Keypoint detection on COCO
Cityscapes (R50-FPN) (R50-FPN)
k kp A pkp
— Method ep AP APs Method ep AP Als Al7s
: Supervised 100 65.3 87 71.3
e Our proposed predictor head gs(F°) = NMHSA(F®) receives the projected fea- Superyn.%ed 100265529 Randinit - 63 85.1 68.4
: . . Rand init - 19.9 40.7
ture maps F from the student and applies a Normalized Multi-Head Self- DenseCL 200 663 871 719
Attention (NMHSA) layer to obtain C° = g,(F*) DenseCL 200 33.1 61.7 . ' ' '
e We use the matching feature indices in M to select contextualized predictions g ReSim 200 663 872 724
and target local features from C* and F’, respectively VICRegl. 300 29.8 58.5 SetSim 200 66.7 87.8 72.4
C o , SlotCon 200 35.2 63.8 ’ ' '
* Our objective is to maximize agreement between contextualized and local em- CIOVE 200 357 641 SlotCon 200 66.5 87.5 725
beddings by minimizing the margin ranking loss defined as, O -/ 0.1 P
552 5 5 5 400 37.2 653 CLoVE 200 66.9 87.5 73.2
£ =Y max (0, Ao (Cf, F;) . (Cf, P;eg) i ;u) , 2) 400 67.0 874 73.3
(ij)eM
where u is the margin, o(a,b) = ||x||zﬂy||z is the cosine similarity and ||-||, is the ¢,

norm

e To create Pfleg, (1) compute similarities between C° and local representations from
F!, (2) select the top-k highest score representations from Ff, excluding the most

similar one, and (3) average the resulting vectors.
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